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Abstract

An important objective of Data Envelopment Analysis (DEA) is to evaluate the
efficiency of decision making units (DMUs). In DEA models, To evaluate the relative
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efficiency of DMUs, for a large dataset with many inputs/outputs would need to

have a long time with a huge computer. This paper considers Genetic Algorithm
(GA) for measuring efficiency of DMUs in DEA. GA requirements for computer
memory and CPU time are far less than that needed by conventional DEA methods
and can therefore be a useful tool in measuring the efficiency of large datasets.
Since the operators have important roles on the fitness of the algorithms, all the
operators and parameters are calibrated by means of the Taguchi experimental

design in order to improve their performances.

Keywords:

Data Envelopment
analysis,

Genetic Algorithm,
Taguchi experimental

INTRODUCTION

Data envelopment analysis (DEA), which initially
proposed by Charnes et al. [3], is a non-parametric
method for evaluating the relative efficiency of decision
making units (DMUs) on the basis of multiple inputs and
outputs. Since DEA was proposed in 1978, it has been got
comprehensive attention both in theory and application.
Now DEA becomes the important analysis tool and
research way in management science, operational
research, system engineering, decision analysis and so on.

Over the last decade DEA has gained considerable
attention as a managerial tool for measuring performance.
It has been used widely for assessing efficiency, in the
public and private sectors, of organizations such as banks,
airlines, hospitals, universities and manufacturers [7].

DEA for a large dataset with many input/output
variables and/or DMUs would require huge computer
resources in terms of memory and CPU time and take a
long time even though with a very fast computer [7].
Furthermore, in order to obtain the results, it must be
solved as a separated mathematical programming
problem for each DMU. The related works of this area are
as follows:

Udhayakumar et al. [15] developed a GA that employs
one point crossover and perturbation mutation operators
for solving the P-model of chance constrained technique.
Azadeh et al. [1] presented a hybrid GA-DEA for
assessment and optimization of critical inputs from two
different viewpoints of efficiency and cost in electricity
transmission units. They used a specific measure and cost
allocation super-efficiency DEA models for sensitivity
analysis and to determine the critical inputs based on
efficiency and cost. In this paper, the GA approach is
employed to estimate the efficiency of DMUs in large
datasets.

This paper is organized as follows: Section 2 briefly
describes the DEA technique. The proposed GA for
estimating the efficiency is explained in sections 3. The
experimental design and comparisons are presented in
section 4. Finally, in section 5, conclusion is provided.

Model DEA
Assume we have a set of observed DMUs
{DMU,:j=12,..,n} with input and output vectors
T
(vayj)’ Xj:(xlj""'xmj) >0 and yj:(ylj""’ysj)T>0 for
j=1,2,...,n.In the model proposed by Thompson et al. [14],
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(often referred to as the TDT model) the efficiency of
DMU, is obtained by the following model.

u'y,
v X
0
Max,, , Ty @
J
maxlsjsn{VTin}
st u,v=0.

Where U € R™" and v €R** are the column vectors
of input and output weights, respectively.

The model (1) is a non-linear programming model
that for the convert it to the linear programming model,

T
we suppose max1<,-<n{uT yi}:}, and use the Charnes and
AP P ¢
]

Cooper's linear transformation technique [4], so, we
obtain

Max @=u'y,

st VX, =1,
T T ;
uy,-vy <0 j=12,..,n, (2)

u=>0, v>0.
Where is the CCR model to obtain the relative
efficiency score of DMU, . If 6" is the optimum value of

0, then DMU  is said to be efficient if &" =1and DMU, is

inefficient, if " <1, where @"is the optimal objective

function value of model (2).

In the evaluation of large organization (about
millions) by using DEA, even if we employ a high-speed
computer, many calculations are needed. Also, it may take
a long time to estimate the efficiency of DMUs in these
kinds of applications, and because of estimating the
efficiency; a linear program must be solved for each DMU.
In other words, the conventional DEA models aren't able
to be solved via this number of DMUs [7, 11].

To get rid of this problem (relative efficiency of each
number of DMUs), we proposed GA which be detailed in
the following section.

The Proposed GA

GA created by Holland in the early 1970s, as a
stochastic global search method based on principles of
evolution theory. Its original idea comes from Darwinian’s
evolution theory. It is based on the mechanics of natural
selection (dependent on the evolution principle “*Survival
of the fittest") and natural genetics. GA has been
developed quickly as a simple and effective optimization
technique.

In GA there are some chromosomes (The solution to a
problem is called a chromosome) which play the role of a
set of values for independent variables as a solution for
the problem. In each iteration (called generation), there
are three basic genetic operations, such as selection,
mutation and crossover, then applied one after another to
obtain a new generation of chromosomes in which the
expected quality over all the chromosomes is better than

that of the previous generation. This process is repeated
until the termination criterion is met, and the best
chromosome of the last generation is reported as the final
solution.

Representation

One of the most important decisions in designing a
metaheuristic is how to represent solutions in an efficient
way to the searching space. Solution representation
should be easy to decode to reduce the cost of the
algorithm. The problem is a DEA, we consider a
population size as the number of chromosomes and
weights of inputs and outputs as the genes of each
chromosome, respectively. The length of chromosome is
equal to the numbers of inputs plus outputs (m + s), and
then initial generation are produced with these weights in
range (0, positive number), randomly.

Selection mechanism

Here in DEA problem, since our objective is
maximization of relative efficiency in model (1), better
solutions are those results in an upper objective function,
so the fitness value considered as objective function.
Using the Roulette wheel selection mechanism, a solution
with higher fitness value (i.e. better efficiency) has the
more chance to be selected for the new generation.

Genetic operators

1. Reproduction: With more probability, better
parents can generate better offspring, so it would be
necessary to transfer the best solutions of each generation
to the next one. Therefore, the pr% of chromosomes with
the better fitness values are copied to the next generation.
This is called reproduction.

2. Crossover: The main purpose of crossover is to
search the parameter space and hence is considered as
the most important operator in GA. The crossover
operator takes two chromosomes (parents) from the old
population and exchanges the next generation of their
structures to produced new offspring. There are wide
varieties of proposed crossover operations. The
commonly used crossover operators are one-point
crossover, Two-point crossover, Uniform crossover and
Arithmetic crossover.

3. Mutation: The mutation operator can be
considered as a simple form of a local search. The main
purpose of applying mutation is to avoid convergence to
a local optimum and diversify the population. The used
mutation operators in the literature are Swap Mutation,
Big Swap Mutation, Inversion Mutation, Displacement
Mutation and Perturbation mutation.

MATERIALS AND METHODS

Experimental Design

Test problems: In this subsection Instances
generation are conducted to set the parameters and
evaluate the performances of GA. First, we generated
random problem instances for n = 50, 100, 150, 200, 400,
600, 800 and 1000 DMUs, respectively [11]. After
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specifying the number of DMUs in a given instance, for
each DMU, four problem types A, B, C, and D of inputs and
outputs numbers (m, s) were generated from discrete
uniform distribution [10, 50]. The problem details are
shown in Table 1.

Table 6. Test problems characteristics.

Problem type (m, s)

Problem size YT A B C D

1 50 4,4 (4,8) (8,4) (8,8)

2 100 (5,5) (5,100  (10,5)  (10,10)
3 150 (5,5) (5,100  (10,5)  (10,10)
4 200 (10,10)  (10,20) (20,10) (20, 20)
5 400 (10,10)  (10,20) (20,10) (20, 20)
6 600 (15,15)  (15,30) (30,15) (30, 30)
7 800 (15,15) (15,30} (30,15) (30,30}
8 1000 (20,20)  (20,40)  (40,20) (40, 40)

DMUs: Decision making units

Parameter setting: The performance of the GA is
generally sensitive to the parameter tuning which affects
the search ability and the convergence quality. Choosing
proper parameters is time-consuming and sometimes
depends on particular instances.

In the related works, to be economic, several
experimental designs have been proposed to decrease
the number of experiments. Among several experimental
design techniques, the Taguchi experimental design
method has been successfully employed for a systematic
approach for optimization.

Taguchi has created a transformation of the repetition
data to another value which is the measure of variation.
The transformation is the signal-to-noise (S/N) ratio which
explains why this type of parameter design is called
robust design. Here, the term “signal” denotes the
desirable value (mean response variable) and “noise”
denotes the undesirable value (standard deviation). So the
S/N ratio indicates the amount of variation present in the
response variable. The aim is to maximize the signal-to-
noise ratio. In the Taguchi method, the S/N ratio of the
minimization objectives is as such [11, 13]:

S/N ratio=-10 log 10 (objective function) 2

The S/N ratios are averaged in each level, and its value
is plotted against each control factor in Fig. 1.
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Fig. 1. Mean S/N ratio plot for each level of the factors in
GA.

RESULTS

Experimental results

A computational study was conducted to evaluate
the efficiency and effectiveness of the proposed
algorithm, which was coded in MATLAB and run on a PC
with 2.8 GHz Intel Core 2 Duo and 4 GB of RAM memory.
For this purpose, we present and compare the results of
GA with the SA algorithm as an effective algorithm in the
literature.

We use searching time as stopping criterion to be
equal for both algorithms which is equal to 1.5 X (n + m +
s) milliseconds. Therefore, CPU time is affected by all the
problem characteristic n, m and s. The more the number
of DMUs, inputs and outputs, the more the rise of CPU
time increases. Each instance is run five times. The
performance measure that we will be using is the Relative
Percentage Deviation (RPD) is used for each instance:

Maxsor —
A, gsol
M aXsol

X

PD = 100

Where Algs, is the obtained objective value for a
given instance and Maxs, is the maximum or the best
known solution for each instance. The problems have
been run ten times and the averages of RPDs for each
algorithm and each problem size are showed in Fig. 2.
From this figures, it is concluded that GA has a better
convergence than SA on this problems.
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Fig. 11. Means plot for the interaction between GA, SA
and problem size

CONCLUSION

DEA is a non-parametric method that is widely used
for measuring the efficiency of DMUs. DEA for a large
dataset with many input/output variables and/or many
DMUs would require huge computer resources in terms of
memory and CPU time. In this paper, we have proposed
and developed the metaheuristic algorithm, GA, to obtain
the relative efficiency of DMUs in large datasets.
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